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Abstract. This paper describes efforts by the University R&fnnsylvania's
Linguistic Data Consortium to create and distribsi@red linguistic resources
— including data, annotations, tools and infragtreee — to support the Spring
2007 (RT-07) Rich Transcription Meeting Recognitiémaluation. In addition
to making available large volumes of training dédaresearch participants,
LDC produced reference transcripts for the NISTgehlh Corpus and RT-07
conference room evaluation set, which represenmtrigty of subjects, scenarios
and recording conditions. For the 18-hour NIST Rh&<orpus, LDC created
quick transcripts which include automatic segméntatind minimal markup.
The 3-hour evaluation corpus required the creatidncareful verbatim
reference transcripts including manual segmentati@hrich markup. The 2007
effort marked the second year of using the XTramsotation tool kit in the
meeting domain. We describe the process of creatamgcripts for the RT-07
evaluation, and describe the advantages of utjiiirans for each phase of
transcription and its positive impact on quality ntol and real-time
transcription rates. This paper also describestheture and results of a pilot
consistency study that we conducted on the 3-hestrset. Finally, we present
plans for further improvements to infrastructure &anscription methods.

Keywords: linguistic resources, transcription, annotatiorolgp XTrans,
Annotation Tool Graph Kit (AGTK)

1 Introduction

Linguistic Data Consortium was established in 188the University of Pennsylvania
to support language-related education, research taalhology development by
creating and sharing linguistic resources, inclgdiata, tools and standards. Human
language technology development in particular megularge volumes of annotated
data for building language models, training systearsd evaluating system
performance against a human-generated gold standBx@ has directly supported
the National Institute of Standards and Technoleg§NIST) Rich Transcription
evaluation series by providing training and evabratlata and related infrastructure.



For the Spring 2007 (RT-07) Rich Transcription MegtRecognition Evaluation,
LDC provided large quantities of training data franvariety of domains to program
participants. LDC produced 18 hours of new quianscripts for the NIST Phase I
conference room corpus. In addition to that, LD@dwuced 3 hours of careful
reference transcripts of evaluation data to suppawutomatic speech-to-text
transcription, diarization, and speaker segmentadind localization in the meeting
domain. The RT-07 conference room sets were createdusing XTrans, the
specialized speech annotation tool that was deeelop respond to unique challenges
presented by transcription. XTrans supports rapidgh-quality creation of rich
transcripts, in the meeting domain and in a widéetya of other genres. It also
provides built-in quality control mechanisms thactifitate consistency and improve
real-time transcription rates, thereby opening aesnfor further experimentation in
the reference transcript creation process. Thispatso describes a pilot study
conducted to begin to understand inter-transcriloeisistency. The results show that
there are

2 Data

2.1 Training Data

To enhance availability of high-quality trainingtdafor RT-07, LDC coordinated
with NIST to distribute eight corpora that are paftthe LDC catalog for use as
training data by evaluation participants. The datduded five corpora in the meeting
domain and two large corpora of transcribed coratemsal telephone speech (CTS)
as well as one corpus of transcribed broadcast (®M. All data was shipped
directly to registered evaluation participants upequest, after sites had signed a user
agreement specifying research use of the data. disteibuted training data is
summarized in the table below.

Title Speech Transcripts \Volume Domain
Fisher English Part 1 LDC2004S13 |[LDC2004T19 |750+ hours [CTS
Fisher English Part 2 LDC2005S13 [LDC2005T19 |750+ hours [CTS
ICSI Meeting Corpus LDC2004S02 |LDC2004T04 |72 hours Meeting
ISL Meeting Corpus LDC2004S05 |LDC2004T10 |10 hours Meeting
NIST Meeting Pilot Corpus LDC2004S09 |LDC2004T13 |13 hours Meeting

RT-04S Dev-Eval Meeting Room
Data

RT-06 Spring Meeting Speech
Evaluation Data

TDT4 Multilingual Broadcast News
Corpus

LDC2005S09 [LDC2005S09 (14.5 hours |Meeting

LDC2006E16 |3 hours Meeting

LDC2005S11 (LDC2005T16 |[300+ hours [BN

Table 1.RT-07S Training Data Distributed through NIST byC



2.2 NIST Phase Il Data

LDC transcribed 18 hours of meeting recordingstifier NIST Phase Il Corpus, using
the Quick Transcription (QTR) methodology. The amrps comprised of 17 files,
ranging from 40 minutes to nearly 2 hours in damatiThere are between 3 and 6
speakers per session, including native and nomnenatpeakers, and 2 “ambient”
speakers who participate via telephone. The topiotent varies from business
meeting content, product presentations and denaiimis, role playing, and
discussions about a prescribed topic.

Before beginning transcription, team leaders scaneach meeting session
recording, identified its central topic and variautber features of the meeting — for
example, the number of speakers, and circulatebla tvith that information to the
group. Transcriber team members chose to workles fiith discussion topics that
matched their studies or interests. For exampleaa member with a finance degree
chose to transcribe financial consultant sessiansther transcriber — a freelance
journalist with a background in English — selectditerature discussion. This
flexible, content-based approach to meetings kePCk team members more
engaged, consistent and invested in the transoniptiocess.

2.3 Evaluation Data

In addition to making the training data availabde distribution through NIST, LDC
developed a portion of the benchmark test datdhisryear's evaluation. The RT-07
three-hour conference room evaluation corpus iredudine excerpts from eight
meeting sessions contributed by four organizationsonsortia: Carnegie Mellon
Institute, University of Edinburgh, National Instié of Standards and Technology,
and Virginia Tech. The sessions contain an aveodg& participants and are twenty-
two minutes long. In all cases individual head-nmedmmicrophone (IHM) recordings
were available and were used for the bulk of trepson. The meetings represent a
variety of subjects, scenarios and recording cadit but contain primarily business
content.

As with the NIST Phase Il corpus, team leaders rsedrthe audio recordings
before beginning transcription and created a “meegrofile” by noting key features
of each discussion: the number of speakers, digsug®pic and topic-specific
vocabulary, level of interaction, acoustic featuresid speaker features. While
assignment of the test set was random, the destrgpbf the meetings provided
transcribers with important information for eaclkorling. An example of a meeting
profile is shown in Table 2.



Filename CMU_20061115-1530
# speakers Four: 2 males and 2 females.

. A group of transcribers discusses things that are difficult to transcribe. Some of these
Topic of . . . ) )

. problems include: non-native English speakers, filled pauses, foreign languages, and
conversation ) ; . .
proper names. They discuss potential solutions to these issues.

Vocabulary nla
Level of The level of interaction of this file is 2= Moderately interactive (All speakers
interaction participating, some overlap)
Acoustic There are minor background noises.
features
Speaker One non-native English speaker. All other speakers are native English speakers who
features are clearly heard and understood.
Other notes The speakers in this file know that the file will be transcribed.

Table 2. Profile of a meeting recording in the RT-07 tesit s

3 Transcription

3.1  Quick Transcription (QTR)

The goal of QTR is simply to "get the words right' quickly as possible; to that end,
the QTR methodology automates some aspects of rérescription process and
eliminates most feature markup, permitting trardmms to complete a verbatim
transcript in a single pass over each channel Afitbmatic measures include pre-
processing the audio signal to segment it into kbwf speech, and post-processing
the transcript by running a spell check, data fdrefeeck and scans for common
errors. Manual audio segmentation is an integral gacareful transcription, but is
very costly, accounting for 1/4 or more of the timeguired to produce a highly-
accurate verbatim transcript. To reduce costs inRQTLDC developed
AutoSegmenter, a process that uses Entropic’s HBRBy to pre-segment a speech
file into speaker segments by detecting pausefenatidio stream. AutoSegmenter
achieves relatively high accuracy on clean audjoals containing one speaker, and
typically produces good results on the head-mountetophone channels. When the
audio is degraded in any way, the quality of autitnaegmentation falls
dramatically, leading to large portions of missgeech, truncated utterances, and
false alarm segments — segments that may havettiggered by other participants in
the room, noise, or distortion.

The QTR approach was adopted on a limited scaleEfaglish conversational
telephone speech data within the DARPA EARS progi@h with real-time
transcription rates of seven to ten times real-tifream leaders monitor progress and



speed to ensure that transcripts are produced rwitié targeted timeframe. The
resulting quick transcription quality is naturallpwer than that produced by the
careful transcription methodology, since accelamathe process inevitably results in
missed or mis-transcribed speech; this is partibutaue for difficult sections of the
transcript, such as disfluent or overlapping spessttions. However, the advantage
of this approach is undeniable. Annotators worktieres faster on average using this
approach than they are able to work within the fchteanscription methodology.

3.1.1 Quiality Control

Quality assurance efforts are minimized for QTR¢sithe goal of this approach is to
produce a transcript in as little time as possiblewever, the meetings in this dataset
were reviewed in a quick final pass, which invoheesdpell check, a data format check
and contraction expansion. Transcripts were revieagain briefly (in a one times
real time pass) by a team leader for accuracy anpketeness.

3.2 Careful Transcription (CTR)

For purposes of evaluating transcription technolaygtem output must be compared
with high-quality manually-created verbatim trangts. LDC has already defined a
careful transcription (CTR) methodology to ensureamsistent approach to the
creation of benchmark data. The goal of CTR isréate a reference transcript that is
as good as a human can make it, capturing evefesidthils of the audio signal and
providing close time-alignment with the correspamditranscript. CTR involves
multiple passes over the data and rigorous quabtytrol. Some version of LDC's
current CTR specification has been used to prodase data for several speech
technology evaluations in the broadcast news amyersational telephone speech
domains in English, Mandarin, Modern Standard aedalntine Arabic as well as
other languages over the past decade. In 2004 Ther@ethodology was extended to
the meeting domain to support the RT-04 meetingapevaluation. [3]

Working with a single speaker channel at a timegisndividual head-mounted
microphone (IHM) recordings, annotators first devithe audio signal into virtual
segments containing speaker utterances and noige silnultaneously labeling each
speaker with a unique speaker ID. At minimum, aatows divide the audio into
individual speaker turns. Turns that are longenth@ seconds are segmented into
smaller units. Speaker turns can be difficult téirdein general and are particularly
challenging in the meeting domain due to the fregyef overlapping speech and the
prevalence of side conversations or asides thaircgimultaneously with the main
thread of speech. Transcribers are therefore génénatructed to place segment
boundaries at natural breakpoints like breath gsamd pauses, typically resulting in
segments of three to eight seconds in duration.

When placing segment boundaries, transcribersligiethe entire audio file and
visually inspect the waveform display, capturingmsvregion of speech as well as
isolating vocalized speaker noises such as cougiexzes, and laughter. Audible
breaths are not captured unless they seem to caaoreg meaning, such as a sigh or
a sharp breath. Speaker and ambient noise wereaa@d@n separate virtual channels
(VSC) in the XTrans speech annotation tool. The Y&&tion allows a transcriber to



attribute an undetermined number of speakers # thi$ case, non-speech events for
one speaker — to one audio signal. Segmenting spemise in this manner allowed
for cleaner speech event segmentation and moreraecwnon-speech event
information. Transcribers leave several millisecond silence padding around each
segment boundary, and are cautious about clippifigthe onset of voiceless
consonants or the ends of fricatives.

After accurate segment boundaries are in placeptators create a verbatim
transcript by listening to each segment in turrcd@ese segments are typically around
five seconds, it is usually possible to create datm transcript by listening to each
segment once; regions containing speaker disflesnor other phenomena may
warrant several reviews. Though no time limit igpoeed for CTR, annotators are
instructed to insert the "uncertain transcripti@ghvention if they need to review a
segment three or more times. A second pass chéeksidcuracy of the segment
boundaries and transcript itself, revisits sectiomsrked as “uncertain,” validates
speaker identity, adds information about backgroanie conditions, and inserts
special markup for mispronounced words, proper rsaraeronyms, partial words,
disfluencies and the like. A third pass over tlaascript conducted by the team leader
ensures accuracy and completeness, leveragingathext of the full meeting to
verify specific vocabulary, acronyms and propermsas required.

Transcription ends with multiple automatic and nelnscans over the data to
identify regions of missed speech, correct comnroarg, and conduct spelling and
data format checks, which identify badly formattedions of each file. These steps
are described in more detail in the following semti

3.2 Quality Control

To enhance the accuracy of meeting transcriptionptators work with the separate
IHM recordings of individual speakers and the mdrgecording of the all IHM
recordings of the meeting participants. Segmemtadiod first-pass transcription are
produced primarily from the individual IHM recordjs in the manner described
above. Senior annotators listen to all untransdrilbegions of individual files,
identifying any areas of missed speech or chopmsgnents using a specialized
interface.

Meetings may contain highly specialized terminolagyd names that may be
difficult for transcribers to interpret. To resolv@stances of uncertainty and
inconsistency, additional quality control passes@nducted using a distant or table-
top microphone recording or the merged IHM recagdinvhich conflates all
individual speaker transcripts into a single sessiat is time-aligned with a mixed
recording of all IHM channels. This merged view ydes a comprehensive
inspection of the consistency of terminology andnea across the file, and is
conducted by a senior annotator who has greatesado and knowledge of technical
jargon. Senior annotators also check for commoargrand standardize the spelling
of proper nouns and the representation of acronymthe transcript and across
transcripts, where applicable.

The final stages of quality control involve mulgpduality assurance scans, such as
spell checking and syntax checking, which idergifi@rtions of the transcript that are



poorly formatted (for example, conflicting markugd bnguistic features), and
expanding contractions.

4 Unique Challenges of Meeting Data

The meeting domain presents a number of uniqudectyds to the production of
highly accurate verbatim transcripts, which motgtthe application of quality
control procedures as a part of the multi-passesiyadescribed above. One such
challenge is the prevalence of overlapping spekcmeetings, overlap is extremely
frequent, accounting for nearly a quarter of theegih on averageEven when
transcribing using a speaker’s IHM recording, cdpty speech in overlapping
regions is difficult because other speakers arécayly audible on those channels.
During all stages of transcription, transcriberd ggam leaders devote extra attention
to overlapping speech regions.

Meeting content may also present a challenge tostréibers. Much of the
conference room data is collected during projecicuision groups or technical
meetings, and frequently involves highly-speciétinology that requires extra care
and research to transcribe accurately. Furthermmeeting attendees show very
different levels of participation, and some may speak at all during a recorded
session. While this is not a major roadblock to tmexduction of reference
transcription, speakers who do not speak motivatgaecare at all phases of
transcription, to ensure that no speech event das missed.

Another challenge fundamental to creating a higaliggumeeting data transcript is
the added volume of speech, resulting from notartgvo but a half a dozen or more
speakers. A typical thirty-minute telephone conagomn will require twenty hours or
more to transcribe carefully (30 minutes, two sgesk 20 times real-time per
channel). A meeting of the same duration with sikipipants may require more than
60 hours producing a transcript of the same quality

The nature of meeting speech transcription requireguent jumping back and
forth from a single speaker to a multi-speaker vigimhe data, which presents a
challenge not only for the transcribers, but fa thanscription tools they use. Many
current transcription tools are not optimized fordo not permit this approach. For
the most part existing transcription tools cannatorporate output of automatic
processes, and they lack correction and adjudicatiodes. Moreover, user interfaces
are not optimized for the tasks described above.

5 Infrastructure

LDC has been using a next-generation speech aiorotablkit, XTrans, to directly
support a full range of speech annotation taskdudimg quick and careful
transcription of meetings since late 2005. XTrdrased on QT and implemented in
Python and C++, utilizes the Annotation Graph Taddk, 5] whose infrastructure of

1 This is based on the RT-07 test set, where theuataf overlap ranged from 4.85%-43.04%.



libraries, applications and GUI components enablkgsid development of task-
specific annotation tools.

XTrans operates across languages, platforms ana@idencontaining customized
modules for quick and careful transcription anductuiral spoken metadata
annotation. The tool supports bi-directional terput, a critical component for
languages such as Arabic. XTrans is being usedufbfledged transcription and a
variety of speech annotation tasks in Arabic, Maimd@hinese, and English at LDC.

XTrans contains user-configurable key bindingsdemmon tasks. All commands
can be issued from keyboard or mouse, dependingsen preference. This user-
friendly tool includes specialized quality contrigatures; for instance speakerlD
verification to find misapplied speaker labels aildnce checking to identify speech
within untranscribed regions. The speakerlID veaifisn functions include the ability
to listen to random segments — or all segmentsenefspeaker to identify speakerlD
errors and modify them as necessary. XTrans enaasg handling of overlapping
speech in single-channel audio by implementingréusll Speaker Channel (VSC) for
each speaker, not each audio channel.

To support meeting domain transcription, XTransnper an arbitrary number of
audio channels to be loaded at once. For RT-Ohstréibers opened the IHM
channels for each meeting recording session. Theéyaacess to distant microphone
recordings when desired, and could easily togglevésen the multi- and single-
speaker views, turning individual channels on afidas required to customize their
interaction with the data. The waveform markup digpmakes speaker interaction
obvious, showing overlapping segments and assiganimgique color to each speaker.
Figure 1 shows a transcription session that isdedwn a single speaker (Subj-100).
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Fig. 1. Multiple audio channels, single-speaker transarigtv in XTrans. Focus is on
one speaker; all non-focal audio channels are tuofie



As shown in Figure 1, the transcriber may choosshimw the transcript of only
one speaker, and may also mute the audio recordine other meeting participants
by de-selecting the audio output buttons to theerothudio channels. When the
transcriber switches to a multi-speaker view of itheeting session, the transcript for
all of the meeting participants appears. The trdlpsc also activates the other audio
output for the other speakers’ recordings. The insipéaker view is shown in Figure
2. This image also highlights the speaker featimdgigure 1.
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Fig. 2. Multiple audio channels, multi-speaker transcrigw. Focus is on all speakers; all
audio channels are activated.

As with LDC's current transcription tools, XTrarss fully integrated into LDC's
existing annotation workflow system, AWS. AWS catdr work (project, file)
assignment; manages directories and permissiofis; wa the annotation software
and assigned file(s) for the user; and tracks atioot efficiency and progress. AWS
allows for double-blind assignment of files for twnotation, and incorporates
adjudication and consistency scoring into the ragahnotation pipeline. Supervisors
can query information about progress and efficiemgyser, language, data set, task,
and so on.



6 Consistency pilot study

6.1 Dual transcription

For the RT-07 test set, LDC implemented the dottited file assignment function of
AWS and performed dual transcription at the firasp level, in order to understand
more about inter-transcriber consistency. Sevehehine file excerpts in the test set
were dually transcribed; due to scheduling constsaithe team was not able to finish
dual transcription for the entire dataset. The dcaiption process occurs in two
distinct phases: segmentation, then transcriptian facilitate comparison between
transcripts, the files were manually segmented iy wanscriber. The segmentation
file was copied and sent to two independent fiestsptranscribers. Then one of the
first pass files continued through subsequent guaontrol passes. The file that
continued through the pipeline was the one that egamspleted first. The workflow
for the test set is shown in Figure 3.

dual
1p |
7~
1p | C)
dual

Fig. 3. RT-07 test set careful transcription workflow.

Careful first pass transcription is typically perfed by junior transcribers, since
the aim of the first pass is to get a verbatimgcaipt, ignoring markup. The transcript
moves to more senior transcribers for the secosd, pahere markup is inserted, the
transcript is carefully reviewed, proper nouns ehecked, and meticulous quality
control begins.

6.2 Transcript comparison

We compared the transcripts by asking transcribersperform a form of

“adjudication” by reviewing each segment of thenseripts and coding the
differences. Transcribers answered a series oftignesabout each difference and
recorded their analysis inline with the transcripbey determined whether the
difference was significant or insignificant, andiged which version was correct. For
significant differences, transcribers also desdibéhat caused the difference by
choosing from the following options: transcriberetassness, audio quality, the level
of speaker interaction, or speaker attributes @/ajeiality or non-native English



speaker). Table 3 shows the key that transcribeesl uo analyze the differences
between files.

We used a modified version of XTrans, shown in Fégd, to view the files in
parallel. The comparison view shows three versareach line of the transcript: first
pass 1, first pass 2, and first pass edit, whidébwal the adjudicator to correct the
transcript or simply take notes about the two \ersi

Fig. 4. Two transcripts displayed together in a customizedsion of the XTrans speech
annotation too. A script merges the transcriptetiogr and displays the time-aligned segment
pairs together, leaving a third transcript linedomments and analysis.

6.3 Results

Though the manual comparison of transcripts wasemolitative than quantitative,
we made an effort to quantify the findings of tetsdy. To do so, we counted the
number of segments, and the number of the signifiaad insignificant differences in
each file.

Across all files, we counted a total of 3495 segmmemmong those, 2392
segments differed. Of those differing segmentsr@pmately 36.41% (871) were
marked as being insignificant, which means thatifferences between segments are
spelling errors, punctuation and capitalizatiorfedénces, lack of markup, or noise
annotation. 63.59% (1521) segments that differedewmarked as containing
significant discrepancies. These were cases wharesdriber 1 and transcriber 2
understood an utterance differently. The signiftcdifferences between transcribers
range from simple — a partial word versus a fulkdyer “mhm” versus “uh-huh” — to



extreme — where the two transcribers wrote comigletiéferent utterances. Several
examples displaying the range of comprehensionatievi are included in Table 3.

analysis ersionid  tfanscript
at least spell things out and possibly look them
o trans1 o h
significant, really vs. at up based on that.
least, trans1 really spell things out and possibly look them
trans2
up based on that.
significant, three vs. Greek, transl We had three %um Spanish, Italian,
trans2 trans2 We had Greek %um Spanish, Italian,
significant, missed transl )
transcription trans2 trans2 | Yeah me too because they s-

you know they're actually saying ~Spain and
transl it's just you know part of sort of their phonetic
make up

significant, large portion left
out, trans2 you know they're actually saying ~Spain and
it's just you know part of sort of their phonetic

trans2 makeup to add that *schwa at the beginning
and --
- ) Tha- that's true. “Alex is kind of ((dead and air
significant, comprehension transl Y XIS Kl (« !

looking)).
trans2 That's true, Alex is kind of debonair looking.

transl Uh-huh.
trans2 Mhm.

error, trans2

significant, trans2

Yeah, and it sort of hurts because often you
o . transl hink this i lled
significant, misunderstood think this is a filled pause.

word, trans2 Yeah and it sort of helps because often you

ans2 | yhink this is a filled pause
significant, filled pause, transl | %ah yes.
trans2 trans2  |Ah yes.

Okay. The memorial is deteriorating. I'd say
transl the %uh problem is the memorial is

significant, different deteriorating so,
segmentation and
transcription, trans1 trans2 | Okay.

The memorial is deteriorating. I'd say that our

trans2 problem is the memorial is deteriorating.

Table 3. Examples of discrepancies between transcribersglittie consistency pilot study
with RT-07 test data.

6.4 Observations

Upon closer examination of the first pass transsripome of the differences seem to
stem from a transcriber’s lack of understandinthefcontext of the meeting. First
pass transcribers usually focus on only one spestkeetime and do not listen to all



participants at once, so these kinds of errorsiaderstandable at this stage. Other
differences are simply careless errors or compigbarerrors. We did not find that
one transcript in a transcript pair was alwaysexitr

The biggest detraction to this pilot study wasdbgmentation. Transcripts are
most easily compared when the segmentation isi@ggnt if the segmentation differs,
words are not perfectly aligned across transceptsit becomes very difficult to see
where the primary errors are. Even though the tieaster instructed first pass
transcribers not to modify segment boundariestrrescript pairglid notend up with
identical segmentation. Currently, LDC does notehenechanism for “locking”
segmentation in place, which could be useful inr@tefforts.

We did glean a lot of positive information fromgtstudy. It proved to be an
instructive management tool. Transcribers were cdiskeeview and adjudicate a
large number of careless errors, which reinforéedttanscription guidelines for
them. For managers, the study highlighted speaifi@s to underscore during
training.

In the future, we would like to compare transcripiat have been transcribed in
parallel from first pass through the final stagéguality control so that simple errors
are resolved and only serious inconsistencies araongtators remain. We would
also like to develop better tools in-house for canmyg two transcripts. Analyzing
each error in XTrans was constructive, but theltesvere not easily quantified.
Researching ways to improve inter-transcriber ianaty is certainly a goal in the
future.

7 Transcription Rates

LDC careful transcription real-time rates for th&-B5S two-hour dataset approached
65 times real-time, meaning that one hour of datuired around 65 hours of labor
(excluding additional QC provided by the team legde&hich is around 15 times real-
time per channel, comparable with rates for BN alightly less than that for CTS.
Using XTrans to develop the RT-06S conference ratata, our real-time rates
dropped to under 50 times real-time per file (1@es real-time per channel). [6]
Careful transcription rates for RT-07 were appraadiaty 50 times real-time, as well.

8 Future Plans and Conclusion

LDC's planned activities include additional tramgstion in the meeting domain and
further exploration of segmentation and annotatiwthods that would enhance the
quality or value of reference meeting transcripie also plan to explore ways to
make Careful Transcription more efficient. XTrarerries many built-in functions

that could enrich meeting transcripts, includingustural metadata and topic
boundary annotation, both of which are currentlingeannotated under the GALE
Quick-Rich Transcription (QRTR) methodology. PogtihDC's expertise in these

two areas to the meeting domain may open door®pi tdetection research and
discourse analysis.



LDC plans to collect new data, as well. Using emisfacilities at LDC developed
for other research programs, meeting collectioncusrently opportunistic, with
regularly scheduled business meetings being redaddime allows. As new funding
becomes available, we also plan to develop ourecitins infrastructure with
additional head-mounted and lavaliere microphoaasimproved microphone array,
better video capability and customized softwarerfmre flexible remote recording
control. While the current collection platform wassigned with portability in mind,
we hope to make it a fully portable system that bareasily transported to locations
around campus to collect not only business meetimgs also lectures, training
sessions and other kinds of scenarios.

Future plans for XTrans include incorporation ofled input to assist with tasks
like speaker identification and speaker turn détectWe also plan to add a
"correction mode" that will allow users to checkmual transcripts or verify output of
automatic processes including auto-segmentatiacefbalignment, SpeakerID and
automatic speech recognition output. Another XTréeasture which we plan to
explore is the "adjudication mode", allowing usergompare, adjudicate and analyze
discrepancies across multiple human or machinergte transcripts. This would
certainly provide more easily-accessible data orsistency between transcribers.

Shared resources are a critical component of hutamguage technology
development. LDC is actively engaged in ongoingre$fto provide crucial resources
for improved speech technology to RT-07 prograntigipants as well as to the larger
community of language researchers, educators asctthaéogy developers. These
resources are not limited to data, but also incladeotations, specifications, tools
and infrastructure.
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